scch

software competence center

hagenberg

FUZZY.LOGIC.LAB.LINZ

Advances in
Knowledge-Based Technologies

Proceedings of the
Master and PhD Seminar
Summer term 2015, part 1

Softwarepark Hagenberg
SCCH, Room 0/2
8 May 2015

Software Competence Center Hagenberg Fuzzy Logic Laboratorium Linz
Softwarepark 21 Softwarepark 21
A-4232 Hagenberg A-4232 Hagenberg
Tel. +43 7236 3343 800 Tel. +43 7236 3343 431
Fax +43 7236 3343 888 www.flll.jku.at

www.scch.at



Program

Chair: Susanne Saminger-Platz

9:00  Robert Pollak and Roland Richter:

Fingerprint indexing via BRIEF minutia descriptors
9:30  Patrick Traxler, Pablo Gémez, Tanja Grill:

A Robust Alternative to Correlation Networks for Identifying Faulty Systems
10:00 Mario Pichler:

Bayesian Networks: A short intro and exemplary use cases
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Abstract

We use BRIEF binary local image descriptors as minutia descrip-
tors for indexing of biometric fingerprint databases. Tests with vary-
ing descriptor size and parametrization are performed on a proprietary
database. Compared with the speed of a proprietary implementation
of conventional minutiae matching, we find that BRIEF descriptors
are fast enough for database indexing. The tested descriptors outper-
form two other image descriptors (LBP, HoG) from recent literature
with respect to matching rates and average penetration rates.
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Abstract

We study the situation in which many systems
relate to each other. We show how to robustly
learn relations between systems to conduct fault
detection and identification (FDI), i.e. the goal is
to identify the faulty systems. Towards this, we
present a robust alternative to the sample correla-
tion matrix and show how to randomly search in
it for a structure appropriate for FDI. Our method
applies to situations in which many systems can
be faulty simultaneously and thus our method re-
quires an appropriate degree of redundancy. We
present experimental results with data arising in
photovoltaics and supporting theoretical results.

1 Introduction

The increasing number of technical systems connected to
the Internet raises new challenges and possibilities in di-
agnosis. Large amount of data needs to be processed and
analyzed. Faults need to be detected and identified. Sys-
tems exist in different configurations, e.g. two systems of
the same type that have different sets of sensors. Knowl-
edge about the system design is often incomplete. Data is
often unavailable due to unreliable data connections. Be-
sides these and other difficulties, the large amount of data
also opens new possibilities for diagnosis based on machine
learning.

The idea of our approach is to conduct fault detection and
identification (FDI) by comparing data of similar systems.
We assume to have data of machines, devices, systems of a
similar type and want to know if some system is faulty and if
s0, to identify the faulty systems. This situation may deviate
from classic diagnosis problems in that we just have limited
information (e.g. sensor or control information) of system
internals. Moreover, we may have incomplete knowledge
about the system design. This makes manual system mod-
eling hard or even impossible. The problem is then to com-
pare the limited information of the working systems (per-
haps only input-output information) to identify faulty sys-
tems.

In this work we tackle one concrete problem of this kind.
It is motivated by photovoltaics. We describe it in more de-
tail below. The problem that arises in our and other appli-
cations is that not every two systems can be compared. We
thus need to learn relations between systems.

There are different approaches to learn structure, e.g.
learning Bayesian networks, Markov random fields, or sim-
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Figure 1: Learning relations between 6 systems. We draw
an edge between two systems if there is a strong linear re-
lation between them. First, we compute the fitness matrix,
1(a), our robust alternative to the sample correlation matrix.
Darker colors mean a stronger linear relation. Going from
Fig. 1(a) to 1(b) is a discretization step via thresholding. The
digraph is the input for conducting FDI.

ilar concepts. The concept that fits our needs are correlation
networks. A correlation network is some structure in the
correlation matrix, e.g. a minimum spanning tree or a clus-
tering. In our application we have n variables which rep-
resent the produced energy per photovoltaic system. Given
that a single system correlates strongly with enough other
systems, we use this information for FDI via applying a me-
dian.

We can also think of correlation networks as a method for
knowledge discovery. It has been applied in areas such as
biology [7; 4] and finance [5] to analyze gene co-expression
and financial markets. In our situation, the first step is to
learn linear relations between systems. For learning we need
historical data. A sample result of this step is depicted in
Fig. 1. In Fig. 1(a) the fitness matrix, our robust alternative
to the correlation matrix, is shown. It represents the degree
of linearity between any two systems. For FDI, the second
step of our method, we work with the result as depicted in
1(b) and current data. In the example, we derive for every
of the six systems an estimation m; of its current value y;
from its neighbors current values, e.g. for system 1 we get
an estimate from the current values of the systems 2, 3,4
and for system 5 from system 6. Finally, we test for a fault
by checking if |7; — ;] is large.

The major difficulty we try to tackle with this approach
is the presence of many faults. Faults influence both the
learning problem and the FDI problem. Robustness is an
essential property of our algorithms. Our result can be seen
as a robust structure learning algorithm for the purpose of
FDI. Robustness is a preferable property of many learning



and estimation algorithms. However, the underlying opti-
mization problems unlike their non-robust variants are often
NP-hard. This is for example the case for computing robust
and non-robust estimators for linear regression, e.g. Least
Median of Squares versus Ordinary Least Squares [6]. We
avoid NP-hardness by a careful modeling of our problem.
In particular, our algorithms are computationally efficient.
Under some conditions, FDI can be done in (almost) linear
time in the number of systems n.

To summarize our contributions, we introduce a novel al-
ternative to the sample correlation matrix and present a first
use of it to discover structure appropriate for general FDI
and in particular for identifying faulty photovoltaic systems.
Our method works in the presence of many faults. Our al-
gorithms are computationally efficient. Our method incor-
porates a couple of techniques from machine learning and
statistics: (Repeated) Theil-Sen estimation for robust sim-
ple linear regression. Trimming to obtain a robust fitness
measure. Randomized subset selection for improved run-
ning time. And a median mechanism to conduct FDI.

1.1 Motivating Application: Identifying Faulty
Photovoltaic Systems

Faults influence the performance of photovoltaic systems.
PV systems produce less energy than possible if faults oc-
cur. We can distinguish between two kinds of faults. Faults
caused by an exogenous event such as shading, (melting)
snow, and tree leafs covering solar modules. And faults
caused by endogenous events such as module defects and
degradation, defects at the power inverter, and string dis-
connections.

We are going to detect faults by estimating the drop in
produced energy. Most of the common faults result in such
a drop. The particular problem is given by the sensor setup.
We just assume to know the produced energy and possible
but not necessarily the area (e.g. the zip code) where the PV
system is located.

We apply our method to PV system data. Difficulties in
the application are different system types and deployments
of systems. For example, different number of strings and
modules per string and differing orientation (north, west,
south, east) of the modules. Moreover, the lack of infor-
mation due to the lack of sensors and incomplete data due
to unreliable data connections. Faults occur frequently, in
particular exogenous faults during winter.

The novelty of our work in the context of photovoltaics is
that it works in an extremely restrictive sensor setting. To
the best of our knowledge, we are the first to consider this
restrictive sensor setting. We only need to know the pro-
duced energy of a PV system. There is also the implicit as-
sumption, which is tested by the learning algorithm, that the
systems are not too far from each other so that we can ob-
serve them in similar working (environmental) conditions.
Distances of a couple of kilometers are possible. Systems
which are very close to each other and have the same orien-
tation such as systems in a solar power plant yield the best
results.

1.2 Related Work

Correlation networks have applications in biology and fi-
nance. See e.g. [5; 7; 4] and the references therein. In
biology [7; 4], they are applied to study gene interactions.
The correlation matrix is the basis for clustering genes and

the identification of biologically significant clusters. In [7;
4], a scale-free network is derived via the concept of topo-
logical overlap. Scale-free networks tend to have few nodes
(genes) with many neighbors, so called hubs.

Correlation networks are primarily used for knowledge
discovery. In particular, concepts such as clusters, hubs, and
spanning trees are interpreted in the context of biology and
finance. In our work, we introduce a robust alternative to
correlation networks.

Other structural approaches are based on Bayesian net-
works, Markov random fields and similar concepts. Gaus-
sian Markov random fields are loosely related to correlation
networks. Their structure is described by the precision ma-
trix, the inverse covariance matrix (ch. 17.3, [3].)

Another structural approach is FDI in sensor networks [2;
1; 8; 9]. The current approach [2; 1; 8] mainly deals with
wireless sensor networks. The algorithms usually use the
median for FDI such as we do. The difference is that FDI
in wireless sensor networks uses a geometric model similar
to interpolation methods. It requires the geographic location
of the sensors. It is assumed that two sensors close to each
other have a similar value. This cannot be assumed in gen-
eral. To overcome these problems of manual modeling, we
apply machine learning techniques.
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BAYESIAN NETWORKS: A SHORT INTRO AND EXEMPLARY
USE CASES

Mario Pichler
Software Competence Center Hagenberg GmbH (SCCH), Hagenberg, Austria

Credible computerized approaches to, e.g., decision making or situation/risk assessment
strongly depend on exploitable expert knowledge. A key problem, however, is to find a
suitable knowledge representation method that a) is easy to understand and usable by
domain experts of different disciplines, and b) is seamlessly usable by computer-based
reasoning techniques.

This talk introduces a promising approach of formal knowledge representation. We are
modeling domain knowledge by means of Probabilistic Graphical Models. Especially, we
are investigating Bayesian Networks for modeling mutual influences of factors originating
from heterogeneous data sources including implicit knowledge of domain experts, and
the integration of associated uncertainties in a single model.

Three use cases of formal representations of expert knowledge by means of Bayesian
Networks for decision support and situation/risk assessment are presented: a) a formal
model of the Stop of Go° avalanche decision strategy, b) environmental modeling for
early warning systems, and c) tourism knowledge model generation.
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