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Automating Data Quality Measurement with

Tools: State-of-the-Art and Future Potential

Lisa Ehrlinger∗1,2

1Johannes Kepler University Linz, Austria
2Software Competence Center Hagenberg, Austria

Abstract

High-quality data is key to interpretable and trustworthy data analytics and the
basis for meaningful data-driven decisions. In practical scenarios, data quality
is typically associated with data preprocessing, profiling, and cleansing for sub-
sequent tasks like data integration or data analytics. However, from a scientific
perspective, a lot of research has been published about the measurement (i.e.,
the detection) of data quality issues and different generally applicable data qual-
ity dimensions and metrics have been discussed. In this work1, we close the gap
between research into data quality measurement and practical implementations
by investigating the functional scope of current data quality tools. With a sys-
tematic search, we identified 667 software tools dedicated to ”data quality”,
from which we evaluated 13 tools with respect to three functionality areas: (1)
data profiling, (2) data quality measurement in terms of metrics, and (3) con-
tinuous data quality monitoring. We selected the evaluated tools with regard
to pre-defined exclusion criteria to ensure that they are domain-independent,
provide the investigated functions, and are evaluable freely or as trial. This
survey aims at a comprehensive overview on state-of-the-art data quality tools
and reveals potential for their functional enhancement. Additionally, the results
allow a critical discussion on concepts, which are widely accepted in research,
but hardly implemented in any tool observed, for example, generally applicable
data quality metrics.

This presentation will summarize the key findings from the DQ tool survey,
which was held previously as invited talk2 at the renowned MIT CDOIQ 2019
(Chief Data Officer and Information Quality Symposium) at MIT, Cambridge,
MA, USA. The inventor Richard Wang is pioneer and leader in DQ research
and author of several seminal publications into DQ.

∗lisa.ehrlinger@jku.at
1https://arxiv.org/abs/1907.08138
2https://siliconangle.com/2019/08/12/do-businesses-run-on-premium-data-new-

study-assesses-variables-in-data-quality-tools-mitcdoiq-womenintech
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Towards a ReLU network based distance for
comparing GANs with small samples

Micha l Lewandowski

February 4, 2020

[Moser et al. 2018] proposed the way of creating the code space from activations
of ReLU based network, that is assigning value one to a node with strictly positive
activation value and keeping it zero otherwise. Interestingly, code space is isomorphic
with a tessellated input space.

There exist numerous ways of comparing GANs, e.g. Inception Score [Salimans et al., 2016],
Fréchet Inception Distance [Heusel et al., 2017], GILBO [Alemi and Fischer, 2018]. These
measures are not flawless, e.g. in our experiments FID displays strong dependence on
the sample size. We start with proposing a novel class of metrics on the code space,
namely Wasserstein distance with one of binary metrics as a base measure, we start
with Hamming distance, i.e. the number of dissimilarities between the sequences of
code.

As for beginning, we are interested in (1) how much of information do we loose work-
ing with code space instead of original activation values of ReLU based network, (2)
can we visually distinguish between images of different classes through dimensionality
reducing embeddings such as (a) PCA, (b) t-SNE, (c) UMAP, (d)...?

With our work we aim at deepening mathematical understanding of the interde-
pendence between a deep model represented as neural network, its induced geometry
(tessellation) in the input space and the role of the decision function, further we plan
to investigate possible project’s extensions to Transfer Learning and leveraging trans-
fer learning to improve distributed deep learning by means of dedicated regularization
strategies.
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Some graph-representations of manufacturing process data applied to 

anomaly detection 
 

 

        Florian Sobieczky - SCCH 
 

 

 

Abstract:  
 

Various graphical models are available representing time series data that focus on specific characteristics 

of the distribution of the underlying stochastic process [1], generalizing ideas developed as early as 1971, 

by Zahn [2].  We select such a representation yielding clustering via minimal spanning trees [3, 4] for the 

purpose of anomaly detection typically relevant in the context of waste reduction and avoidance [5]. Using 

some results from spectral graph theory [6], we show how to estimate the intensity of waste production 

using estimates of graph eigenvalues. 
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