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Summary. In order to extend fuzzy if-then rules bases, we propose to make use of
a method which has been developed for the interpolation of crisp data — the mul-
tivariate spline interpolation. Among the various possibilities of how to accomplish
the necessary generalisations, we describe here the probably simplest method: We
apply spline interpolation to fuzzy data which itself is approximated by vectors of
a finite-dimensional real linear space.

1 The problem

We consider in this paper the question how to extend a fuzzy if-then rule base
to a total function, requiring that this function is, in some reasonable sense,
as smooth as possible. Roughly speaking, we assume to be in a situation of
the following kind: We are given two variables both of which may take sharp
or unsharp values in a bounded subset of a finite-dimensional real Euclidean
space; the first of these variables uniquely determines the second one; and
we know about this dependence only from a few special cases. The problem
is then how to determine a function which maps the whole domain of the
first variable to the domain of the second one, thereby comprising not only
the known cases, but also minimising a parameter which measures in some
reasonable sense the function’s curvature.

Leaving the smoothness requirement aside, the problem is well-known,
and various methods have been proposed. Before comparing our approach
to already existing ones, we shall first specify the formal background of our
considerations, so as to be able to clarify the idea of this paper.

We shall work with what could be called standard fuzzy sets according to
[DiKl]. However, rather than working with functions from a base set to the
real unit interval, we prefer to have fuzzy sets defined level-wise. Besides, all
fuzzy sets will be assumed to be contained in one fixed bounded region of an
RP.
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Definition 1.1 By a domain, we mean a regularly closed, convex, bounded
subset of R? for some p > 1. Let 2 be a domain, and let K(2) be the set
of non-empty convex and closed subsets of 2. We partially order K(£2) by
the subset relation C; and we endow K(£2) with the topology induced by the
Hausdorff metric dy.

Let [0,1] be the real unit interval, endowed with the natural ordering and
usual topology. A fuzzy vector in (2 is then meant to be a decreasing and left-
continuous function v: [0,1] = K(£2); by F(12), we denote the set of all fuzzy
vectors in 2. We partially order F(£2) pointwise; and we endow F(£2) with
the metric d(v,w) = sup dg(v(a),w(a)), v,w € F(£2).

a€]0,1]

Clearly, F(£2) may be identified with those elements of £” from [DiKI]
whose support is within the domain 2 [DiKl, Proposition 6.1.6/7].

We will embed F({2) in the usual way into a function space; see e.g. [DiKI].
In what follows, SP~! denotes the unit sphere of R, and (-, -) is the usual scalar
product in RP; p > 1.

Definition 1.2 Let 2 C RP a domain, and let v: [0,1] — K(£2) be a fuzzy
vector in 2. We call

$p: [0,1] x 8" 1 5 R, (a,e) = sup {(r,e): 7 €v(a)}

the support function of v.

Moreover, let Loo([0,1] X S™71) be the linear space of bounded real-valued
functions on [0,1] x S* 1, endowed with the supremum norm. Let Lo ([0, 1] x
S™~1) be pointwise partially ordered.

Proposition 1.3 Let 2 C RP be a domain. Then the mapping F(2) —
Loo([0,1] x S™=1), v+ s, is injective, isometric, and order preserving.

Moreover, s € Luo([0,1] x S™71) is the support function of some fuzzy
vector v € F(02) iff (i) for all a € [0,1], e,er,ea € S™1, A, A2 > 0 such
that e = Are; + Azea, we have s(a,e) < Ais(a,er) + Aas(a,es), (ii) for all
e € S s(-,e) is decreasing and left-continuous, and (iii) v < sg.

Note that under (iii), we considered {2 as a crisp element of F({2) in the
usual way.

By Proposition 1.3, we may identify F(£2) with a closed subset of the
Banach function space Lo ([0,1] x S™*~1).

We next have to specify which functions between sets of fuzzy sets are
taken into account for interpolation.

Definition 1.4 Let & C R™ and T C R™ be domains, and let X C F(5).
Then a function f: X — F(T) is called fuzzy if f may be extended to a
function f: F(E) — F(T) which preserves the order, that is, for which
f(v) < f(w) whenever v < w for v,w € F(Z).

In case that X is finite, we call f a fuzzy if-then rule base.
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It is now possible for formulate the aims towards which we are working.
Assume first that our data is crisp, that is, that we are given finitely many
pairs from a bounded, closed subset 2 of R™ and from R™. Then a degree of
smoothness of a function 2 — R is given by the integral of the norm of the
second derivative over {2; under certain assumptions, this value exists and we
are lead to a uniquely determined interpolating function.

Now, in the fuzzy case, we wish to calculate functions from F (=), viewed as
a subset of the Banach space Lo ([0, 1] x S™~1), to F(T), viewed as a subset of
Lo ([0,1] x S™71). Proceeding analogously to the crisp case leads apparently
to difficult requirements. First of all, an interpolating fuzzy function must
possess its second Fréchet derivative; second, its norm must be integrable with
respect to some measure on F(Z); third, this measure should be a metrically
invariant one.

Unfortunately, this program fails: a metrically invariant measure does not
exist on F(Z). A way out of this first difficulty is to restrict F(Z) in a way
such that a measure of this kind does exist.

On the other hand, the program simplifies dramatically if we replace the
spaces Ly ([0, 1] x SP~1) by finite-dimensional ones — simply by restricting the
function domain to a finite subset. This is how we proceed in Section 3.

2 Known approaches

Like in many areas of the theory of fuzzy sets, also in the present one a quite
active research is to be noted. We would like to mention three directions —
those we know about. It is (i) the logical approach; (i) the usage of fuzzy
relations; (iii) interpolation based on linearity notions. Let a fuzzy if-then
rule base (uy,v1),..., (ur,v) of pairs from F(Z) x F(T) for domains = and
T be given, and let us in this section adopt the usual notion of a fuzzy set as
a function from a base set to [0, 1].

(i) First of all, an entry (u;,v;) of the rule base may be considered as
a proposition like “if u; then v;” and may be formalised on the base of a
logical calculus. For instance, some version of Hajek’s Basic Predicate Logic
[Haj] may be used. The difference to our setting is easily stated: In the logical
framework, we investigate what is expressed by the rule base as it stands, not
taking into account what is not derivable. Put into the language of logics, we
may say that it is our aim to properly extend a given rule base, that is, adding
statements which are not part of the information provided by the rules. To
this end, we work so-to-say “horizontally” — by using features of the base set
—, and not “vertically” — by considering various ways of how to connect truth
values. — However, we would like to mention the work of Novék, see e.g. [Nov],
where the “horizontal” viewpoint is used also in logics; namely, certain logical
connectives are defined which do refer to the structure of the base set.

(ii) Concerning the second point, it is clear that there are in principle lots
of possibilities of what to require from a function f: F(&Z) — F(T) such that
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f(u1) = v1,..., f(ug) = vg. A rather popular condition is that f is induced by
a fuzzy relation between = and 7; this means in the simplest case that there
is a fuzzy relation R: = x 1" — [0,1] such that fr(u;) = v; for all i, where
fr(u)(y) = sup (u(z) A R(z,y)) for u € F(=Z) and y € . It is clear that this

rez

requirement dramatically restricts the possible choices of f. In particular, f is
then already determined by the fuzzy singletons, i.e. those fuzzy sets having
a one-point support, because f preserves all suprema. Another point is the
fact that a fuzzy relation R such that fr maps the u; to v; may not exist at
all; conditions are listed e.g. in [Got].

(iii) In connection to the third line of research, we should mention the
well-known work of Kéczy and Hirota at the first place; see e.g. [KoHi]. His
and several others’ work comes closest to what we have in mind. For a review
of methods developed so far, the article [Jen] can be recommended. Let us
mention the idea behind the method which also is contained in [Jen]; it deals
with rule bases (u1,v1),- .., (ug,vg) of pairs of convex fuzzy sets over R. To
calculate the image f(u) of some value u in the domain under the interpolating
function f, one has first to determine two “neighbouring” entries u; and us;
then, roughly spoken, f(u) is constructed in the analogous way from v; and
ve as u may be constructed from u; and us. — This approach as well as
comparable ones are based on a clear geometric intuition, and their common
advantage is that their technical realization is straightforward. A disadvantage
is that their applicability is usually restricted; it seems that ill-behaved cases
can mostly not be excluded. Besides, the transition to fuzzy sets of higher
dimensions, if possible at all, requires often new ideas, like also in [JeK1Ko],
the paper subsequent to [Jen]. Finally, when we have a look what happens
in the case that our data are crisp, we realize that we have to do with the
easiest possible method; in the one-dimensional case, the methods reduce to
the linear interpolation between neighbouring points.

3 Interpolation of crisp data — splines

When trying to make use of methods which have been developed for the
interpolation of crisp data, we have to overcome the problem that we no longer
have to do with finite-dimensional spaces: even F(f2), where 2 C R, embeds
into an infinite-dimensional space. So there are in principle two possible ways:
either, we generalise the existing methods to the infinite-dimensional case;
or we reduce our spaces to finite-dimensional ones. In this paper, we shall
describe a method according to the second way.

We first have to review the crisp case; so assume that we are given pairs
(z1,y1)-- -, (T, yk) € R™ x R" and that we want to determine the smoothest
possible function f: R™ — R™ which interpolates the given data. This prob-
lem is made precise, and has its unique solution, according to the following
method, developed in the multidimensional case first by Atteia [Att]. We shall
use the following variant of it.
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Definition 3.1 Let m,n > 1, and let 2 C R™ be bounded and regularly
closed. Then set

F {f: 2 = R": fis continuous and of class C",

Df is bounded and Lipschitz continuous,
D?f is L'};

et ||flle = sup f(),  [IDflloc = sup[IDf(@)I],  and ID*flli =
Te TE
Jo I1D? f(z)||dz; endow F with the norm

11l = 1Ifllsc + IDfllsc + [ID*fll1, f € F.

Here, the derivatives D f, D?f are understood to have _(02 as their domains.
F, together with || - ||, is a Banach space. The key fact which we need is
now the following [Att, Holl.

Theorem 3.2 Let m,n > 1, and let 2 C R™ be bounded and regularly closed.
Let K be a non-empty closed, convex subset of F'; and for f € F, set

m(f) = /Q D2 (2.

Let N = {f € F: m(f) =0}, and Cx = {f € F: f+ K = K}. Assume
that N is finite-dimensional and that N N Cg = {0}. Then there is a unique
f € K minimising m(f).

With respect to the notation of this theorem, we see that if z1,...,z; € 2
such that there is no non-trivial affine function mapping all z; to 0, and
Yi,--. Yk € ]Rna we may set K = {f € F: f(xl) = yla"-af(xk) = yk} to
conclude that there is a uniquely determined function f € K for which the
integral over the norm of the second derivative is smallest.

4 Interpolation of fuzzy data

Assume now that we have to solve a problem analogous to the one of the last
section, with the difference that both the data from the domain and from the
range are fuzzy vectors. Our fuzzy data is, according to Section 1, represented
by real-valued functions on [0, 1] x S"~!. To reduce the interpolation problem
to a finite-dimensional one, we shall; according to the pragmatic approach an-
nounced, approximate these functions by their values in finitely many points.

Accordingly, we work with the following structure, modeled upon Defini-
tion 1.2 and Proposition 1.3.

Definition 4.1 Let 2 C RP be a domain, let Iy be a finite subset of [0,1] and
St a finite subset of SP~'. We call a function s: Iy xSy — R an approzimative
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support function w.r.t. 2, Iy, Sy if (i) for all e € Sy, there is an © € RP such
that (z,e) = s(e) and (z, f) < s(f) for all f € Sy \ {e}; (ii) for all e € Sy,
s(+,e) is decreasing; and (iii) s < so|r;xs; -

Moreover, let L(Iy x Sy) be the space of real-valued functions on Iy x Sy,
endowed with the supremum norm and the pointwise order.

In an analogous way, also the notion of an interpolating function and of a
fuzzy if-then rule base is adapted from Definition 1.4.

Let us fix domains & C R™ and 7 C R”?, and finite subsets S; C S™1,
Sy C Snila If - [07 1]

Definition 4.2 Let D be the set of approzimative support functions w.r.t =,
Ir, S4, and R those w.r.t. T, I, S,. Set

F ¥ {f: D= R: f is continuous and of class C',

Df is bounded and Lipschitz continuous,
D?>f is L', f preserves the order}.

For a subset X of D, a function f: X — R is called fuzzy approzimative if
there is an f € F extending f.
In case X if finite, we call f an approximative fuzzy if-then rule base.

We may now apply Theorem 3.2.

Theorem 4.3 Let (u1,v1), .- ., (uk, vg) € DX R be an approzimative fuzzy if-
then rule base such that there is no non-trivial affine function D — L(Iy x S;)
which maps uy,...,u; to 0. Set

m(f) = /D D2 (2.

Then there is a unique f: D — R such that f(u1) = v1,..., f(ug) = vk which
minimises m(f).

Proof. The set K of all functions f € F such that f(ui) =wv1,..., f(ur) = vy
is convex and closed. Furthermore, by definition of an approximative fuzzy
if-then rule base, K is not empty. So the claim follows from Theorem 3.2.
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